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Abstract - Automatic transformation of paper documents into electronic forms requires geometry document layout analysis
at the first stage. However, variations in character font sizes, text-line spacing, and layout structures have made it difficult to design
a general purpose method. The use of some parameters has therefore been unavoidable in geometry document layout analysis
algorithms. This lead to errors over-segmentation and under-segmentation of previous algorithms. This paper present a new
approach to geometry document layout analysis. Our algorithm use a set of whitespace covering document background to reduce
candidate zones. Some of them may be considered as over-segmented. The way bottom-up is used to group over-segmentation zones
each other based on adaptive parameters. Finally, we proposed context analysis at textline level to segment document images into
paragraphs. Experimental results on the ICDAR2009 competition data set shown that the proposed algorithm reduces vast amount
of both over-segmentation and under-segmentation errors, thus boost the performance significantly comparing to the state-of-the-
art algorithms

Keywords - Geometry document layout analysis, whitespaces covering document background, text regions over-segmented,
parameter adaptive, performance evaluation

I. INTRODUCTION

Document layout analysis is one of the main components of OCR system, automatic data entry, computer
vision... The task of structural analysis includes automatically detecting image zones on a document image (analysis
physical structure) and classifying them into different zones such as: text, images, tables, header, footer... (analysis
logical structure). The results of page segmentation are used as an input to the process of recognition and automatic
data entry of image processing systems in general. Compared with the analysis of the logical structure analysis, the
physical structure analysis (page segmentation) has attracted more attention of researchers due to the diverse and
complex structures of different types of document. Not only the specific types of document (books, newspapers,
magazines, reports...) but also the other factors of a page such as editors and font size, layout, alignment constraints...
affect detection and segmentation accuracy of the algorithm. Document layout analysis algorithms are primarily
divided based on their order of processing into three approaches: bottom-up, top-down and hybrid.

Bottom-up algorithms are both the oldest Wahl and Casey (1982) [17] and more recently published O’Gorman
(1993) [14], Chowdhury and Chanda (2007) [4] algorithms. They classify small parts of the image (pixels, groups of
pixels, or connected components), and gather those of the same type together to form regions. The key advantage of
bottom-up algorithms is that they can handle arbitrarily shaped regions with ease (rectangular or nonrectangular). But
the fact that they are really sensitive to the measure used to form higher-level entities is the key disadvantage; this often
leads to error of over-segmentation in the page with many changes in font sizes and styles, especial the titles.

Top-down algorithms, e.g. Breuel (2002) [2], Nagy at el (1992) [11] cut the image recursively in vertical and
horizontal directions along whitespaces that are expected to be column boundaries or paragraph boundaries. Although
top-down algorithms have the advantages that they have low computation complexity and good separation result on
images with rectangular layout, they are not really able to handle the variety of formats that occur in many magazine
pages, such as non-rectangular regions and cross-column headings that blend seamlessly into the columns below.

A third type of algorithm, such as Smith (2009) [25], is based on bottom-up method to find delimiters such as
whitespace, tabstops... This reduce top-down structure. And then, using a combination of bottom-up and top-down
methods to detect text regions. So, hybrid algorithms can overcome over-fragmentation error of bottom-up algorithms
as well as perform better with non-rectangular regions.

The proposed hybrid algorithms havily depent on delimiter between columns. In general, used delimiters are
lines or rectangulars that connect alignment connected components at marginal each other. Therefore, they are limited
in case of columns that are not aligned marginal or very close each other. The use of some parameters has been
unavoidable in any page segmentation algorithms, such as the used parameters are conditions grouping of bottom-up
algorithms, the parameters are condition stopping of top-down algorithms. These parameters are very sensitive to page
segmentation results [16]. This lead to a fragile frontier between over-segmentation error and under-segmentation
error. While, we try fix over-segmentation error then it is very easy to lead under-segmentation error.

Our approach is to overcome the under-segmentation error, agreeing reluctantly with over-fragmentation which
can be controlled. Given a document image, the proposed algorithm (called OverAM) first perform over-splitted zone
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hypotheses in a top-down way based on a set of whitespace covering document background. Then, the over-splitted
zones are gathered each other based on adaptive parameters.

This paper is organized as follows. In section II we describes in detailed the OverAM algorithm. Section III gives
experimental results and analysis on the ICDAR2009 data set. Finally, conclusion and discussion are given in section IV.

II. PAGE SEGMENTATION VIA OVER-SPLITTED AND MERGE

In this section, we present the OverAM algorithm in detail. Our algorithm are divided into main phases. In the
first phase, a set of whitespace covering document image background is used to reduce hypotheses zones which may be
over-segmented. In the second one, over-segmentation zones are grouped as well as paragraphs are detected based on
context analysis at textline level. Figure 1 outlines the main of our document layout analysis algorithm.

Phase 1: Over-segmentation

‘ Connected component filter |
|

‘ Delimiter detection J

‘ Candidate region detection ]

l

Phase 2: Over-segmentation process

‘ Text-line extraction —‘

I

l Text-line grouping l

Fig. 1. Our document layout analysis processing chain
A. Phase 1

a) Filtering connected components. The aim of this step is to identify vertical lines, horizontal lines, image regions, and

separate the remaining connected components into likely text components and a small number of uncertain
types. The connected components (CCs) are filtered by width w, and height h into small, medium, and large size as
follow: CCs with h < 5 (at 300 dpi) are small, CCs with w < 10; h > 200 or h < 10; w > 200 are vertical lines, and
horizontal lines. The average of height and weight of remainder are computed and denoted by h, ; w,. Then, CCs with
w < 0:25 * w, or h <0:25 * h, are small, CCs that satisfy the following conditions are large (likely as non-text) w/h >
10; h/w > 10; w > 10 * w, or h > 10 * h,, and the rest are medium (likely as text).

b) Separator detection. When a document is written and laid out by a word processor or a professional
publishing system, text regions are usually bounded and thus differentiated from each other by the mean of delimiters.
In recently years, the delimiters that used universaly can either be long horizontal/vertical line segments (dubbed solid
separator), physical separators (distance of CCs), large elongated empty areas (dubbed whitespaces) or the chain of
alignment connected components (tab-stops). In RAST algorithm proposed by Breuel (2002) [3] and The Fraunhofer
system which wined within 2009 Page Segmentation Competition [19] uses Whitespace algorithm [2] to find maximal
rectangle whitespaces and then retain whitespaces that satisfies certain conditions, e.g. their height must be large
enough in relation to the dominant character size or number of connected components on each of sides of whitespaces
is large enough. Tab-Stop [25] proposes a bottom-up method based on connected component grouping to detect the tab
stops at the margin within a document image and uses the tab stops to deduce its column layout. In general, separators
between the columns were used by the state of the art algorithms. They are detected base on the alignment of connected
components at the marginal of columns. Thereby, these aprroach are limitted in cases that columns are very close each
other or not aligned. In order to overcome this limitation, we use separators to be a set of whitespaces that covering
document background. So, they not only allow us solve fully the problems of separator detection but also allow us to
determine hypotheses zones. The geometry algorithm of Breuel (2002) [2] is consedered as one of efficiert solutions
for the problem of full covering the document background. However, the Whitespace algorithm [2] fixed number of
rectangular whitespaces to be 300. This is not in favor of our algorithm, when we perform on the document image that
has too little connected components. In term of experiments, we found that number of rectangular whitespace that
support more better for our algorithm is min(300, nCCs), where nCCs stand for number of CCs.

¢) Candidate regions detection.. The first, we initialize a two-dimensional binary array, the size of array are
weight and height of the document image. The elements of the array within whitespace are assigned by ”0”, the rest are
assigned by ”1”. Since then, distinct areas of the array with value ”1” will be discrimination regions on the image.
Determing the bounding box of a homogeneous image regions (Polygon Bounds), we use a recursive algorithm as
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follows: the algorithm starts with finding a first element 1" of the array. After that, the process of boundary detection
is began from the element 17 according to a clockwise direction until you reach the starting point. For more facility,
we only save boundary points that liked as coner point. A boundary point ”B” is liked as a coner point, if move from
point ”A” to ”B” and move from point ”’B” to ”’C” then movement direction is changed (A, B and C are not alignment).
All of coner points make a simple polygon that is bounding box of each image region. The process of finding the
bounding box of a next image region is repeated with the same starting point. But this starting point does not belong to
image regions that detected previously. The result of processing of bounding box detection is illustrated at Figue 2.

Fig. 2. a), d) The red rectangular show maximal rectangular whitespaces. b), e) illustrate binary array with blue are asigned 1”.
c), f) The result of finding bounding box.

B. Phase 2

As discussions in phase 1, for successful in dealing with the under-segmentaton error, we adnit for the
oversegmentation error. However, our algortihm can control the over-segmentation error by the following reason: this
error only appears on text regions that distance between CCs within it is larger than other, such as text regions in title,
and therefore number of text-lines within over-splitted regions is less. So, the bottom-up way is performed to detect
text-lines.

a) Text-line extration. For each image region detected at phase 1, we use RayCasting algorithm to check CCs is in
bounding box of the region or not? This way, we obtained distinct regions with a set of connected components within
them. Scanning the CCs from left to right and top to bottom, runs of similarly classified CCs are gathered into text-
lines, subject to the constraint that no textlines may cross a whitespace with width is enough large, see Figure 3.
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Fig. 3. a), ¢) Illustrate CCs belong bounding box of each region image. b), d) Show the result of text-line detection.
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b) Text-line over-segmented grouping. A zone is liked as over-segmented if number of text-line within it is less
enoungh, see Figure 5a, and text-lines within these regions are dubbed over-textlines. Afterward, using bottomup way
to group these text-lines into zones, see Figure 5b. A pair of text-lines of over-textlines satisfies simultareously the
following conditions then they will be grouped into the same region:

(i) Dist _Horiz(dong _i, dong_j)S0.75*minL(hl.,hj)
(it) Dist _Vert(dong i, dong _j)<P,

In the above conditions, Dist Horiz(., .) and Dist Vert(., .) are the horizontal and vertical distance of text-lines,
h_ is height of line_ . The parameter Per; is difined as follows, see Fig 4: Set,

. |~
ratio, = M
1.3min(hl.,hj) if ratio <0.3
Per, =

g

0.3min(h,h;) if ratio<0.3
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Fig. 4. The distance parameters per;; vary between pairs of text-lines
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Fig. 5. a) Show over-textlines, b) the result of grouping over-textlines into
text regions, the red polygons are results of over-segmentation processing

III. EXPERIMENT

In this section, we present empirical performance evaluation results of our algorithm compared state-of-the-art
algorithms: Docstrum [14], RAST [2, 3], Tab-Stop [25], Whitespace [2], XY Cut [11] and Voronoi [6]. We use toolkit
PSET [10] to compare performance of the algorithms on ICDAR2009 competition dataset [20].

A. Data set

We selected the ICDAR2009 competition data set (ICDAR2009 dataset) for the performance evaluation task
since they are the datasets used the most popular in document layout analysis. They are the datasets currently available
that has textline and paragraphs level ground-truth for each document image. The text-line and paragraphs level
ground-truth are represented by non-overlapping polygons. The ICDAR2009 dataset is a subset of PRImA dataset
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Antonacopoulos and Pletschacher (2009) and has 305 document image at 300 dpi resolution. It contains a wide variety
of different document types, reflecting the various challenges in layout analysis. The layouts of these pages contain a
mixture of simple and complex layouts, including many instances of text wrapping tightly around images, varying font
sizes and other characteristics which are useful to evaluate layout analysis methods on.

B. Performance metric

Let G be the set of all the ground-truth text-lines in a document image, and |G| denote the cardinality of the set
G. Then, three subsets of text-lines are defined as follow, see Fig 6:

a) The set of ground-truth text-lines that are missed (C), i.e. they are not part of any detected text region.

b) The set of ground-truth text-lines whose bounding boxes are split (S), i.e. bounding box of a text-line is not
completely within one detected segment.

c¢) The set of ground-truth text-lines that are horizontally merged (M), i.e. two horizontally overlapping ground-truth

text-lines are part of one detected segment. The possible tex-line errors are showed in Figure 6. Then, the overall
performance rate is measured as the percentage of ground-truth text-lines that are identified correctly
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Fig. 6. This figure shows a set of possible text-line errors. Solid-line rectangles denote ground-truth zones, cashed-line
rectangles denote OCR segmentation zones, dark bars within ground-truth zones denote groundtruth text-lines, and dark
bars outside solid lines are noise blocks. Mao and Kanungo (2002)

C. Result and discussion

Figure 7 shows different types of errors produced by seven page segmentation algorithms. We can see that the
OverAM dramatically reduces the merged-line and splitted-line errors when comparing to both top-down and bottom-
up algorithms. The OverAM boosts the text-lines performance up to 89:03:04%, compared to 83:16% and 75:26%
produced by TabStop and Docstrum, see Figure 8. The large difference between OverAM performance and those of the
remain algorithms is partially caused by the difference in algorithm design. OverAM is designed to segment document
images into paragraphs, whereas Tab-Stop, Docstrum and others were designed to separate text blocks. There are two
ways to make the performance comparison more reasonable. The first one is to extend the algorithms for achieving
paragraph-level results. The second way is to modify the ground truth from paragraph-level to text-block level. For the
convenience, we select the second solution to modify the ground-truth of the ICDAR2009 data set as illustrated in
Figure 9. The experimental results on this modified ICDAR2009 data set is shown in Figure 10. The OverAM still
surpasses other algorithms significantly: 91:38% compared to the top 85:61% achieved by the Tab-Stop algorithm.
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Fig. 7. Errors of different algorithms on the ICDAR2009 dataset.
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Fig. 9. a) Ground-truth of ICDAR2009, b) ground-truth of ICDAR2009 modified.
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Fig. 10. The experiment result on the ICDAR2009 dataset with modified ground-truth.
IV. CONCLUSION

We have presented an over-splitted and merge approach for page segmentation that segments the document
image at level paragraphs. Compared with the sate of the art algorithms relevant to OverAM, the major contribution of
proposed algorithm ar summarized as follows: 1) independence on any fixed parameters to segment the document
image having various character font size, connected component spacing, and document layout structure, 2) effective
detection of paragraphs by local information analysis, and thereby proposed algorithm can handle difficult cases where
the purely top-down and bottom-up approaches are not sufficient to separate, 3) so some texture analysis on the
ambiguous regions isolated automatically allow us to remove easily small non-texture, 4) the proposed algorithm is
easy to implement, because it is inherited from the powerful tools such as: tool of detect whitespace cavering the
document background, edge detection algorithm, the finding points in the polygon algorithm. The outcomes of
experimental show that OverAM has achieved high performance on ICDAR2009 competition data set regardless of
changes in character font sizes and complex document layout structure
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HUONG TIEP CAN TACH QUA VA GOP LAI CHO BAI TOAN
PHAN TiCH CAU TRUC TRANG ANH TAI LIEU

Ha Pai Ton, Nguyén Dirc Diing, Lé Pirc Hiéu

Tém tit - Phan tich c4u trac hinh hoc 14 buéc diu tién cua qué trinh chuyén dbi ty dong cac dir liéu dang trang anh tai liéu thanh
dang file dién tir. Tuy nhién, sy thay ddi da dang cua cac kiéu font chir, khoang céach gitta cac dong chir, cAu tric cla cac trang anh
d3 tao ra nhitg kho khan nhat dinh trong viéc xay dung mot thuat toan téng quat. Bat ki mot thuat toan phan doan trang nao ciing
phai sir dung dén céc tham sé (hoic ¢ dinh hodc tir do), didu nay di din dén cac 15i over-segmentation hodic under-segmentation.
Trong bai bao nay, ching t6i trinh bay mét huong tiép cén mai cho bai toan phan doan trang anh tai lidu. Thuat toan cta ching toi
dimng mot tap cac khoang tring bao phui nén cua trang anh va tir d6 suy ra dugc cac vung anh tng ctr vién. Mot trong cac vung tmg
¢t vién c6 thé co ving bi phan tich qua nho (over-segmented). Sau do, cach tiép can bottom-up dugc ap dung dé nhom cac ving
anh ung ctr vién nay lai voi nhau dua trén cac tham s6 thich nghi. Cac két qua thuc nghiém trén tép dir liéu cua cudc thi ICDAR2009
d3 chi ra ring thudt toan ciia chung t6i giam dang ké cac 151 over-segmentation va under-segmentation, do d6 tang do chinh x4c ctia
thuat toan 1én déng ké so véi cac thudt toan hang dau.

Tir khéa — Phén tich cdu trac trang anh tai liéu, cic khoang tring bao phil nén cua trang anh, cic ving anh bi phan tach qué nho,
tham s6 thich nghi, d4nh gia d6 chinh xac.

Loi cam on - Chung t0i xin chén thanh cam on nhitng ¥ kién déng gop v cung quy gid cua cac phan bién. Bai bdo cling nhan duoc

su hd tro tir d& tai "Nghién ctru phat trién cic phuong phap phan tich cAu triic va nhan dang véan ban trong bai toan nhap dir li¢u tu
dong" cua Vién Han 1am Khoa hoc va Cong nghé Viét Nam, ma $6 VASTO01.08/15-16.



