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ABSTRACT: To measure the difference of two fuzzy sets/intuitionistic sets, we can use the distance measure and dissimilarity
measure between fuzzy sets. Characterization of distance/dissimilarity measure between fuzzy sets/intuitionistic fuzzy set is
important as it has application in different areas: pattern recognition, image segmentation, and decision making. Picture fuzzy set is
a generalization of fuzzy set and intuitionistic set, so that it have many application. In this paper, we introduce concepts: difference
between PFS-sets, distance measure and dissimilarity measure between picture fuzzy sets. We also provide the formulas for
determining these values.
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I. INTRODUCTION

In many practical problems, we need to compare two objects. Therefore, the question of the process and the way
to compare those objects is important. There are some models to measure difference between objects, as a general
axiomatic framework for the comparison of fuzzy set. (Bouchon et al. [1]). Fuzzy set and intuitionistic fuzzy set have
been used a lot in practical math problems [6, 8, 9, 11]. Distance measure between fuzzy sets and intuitionistic fuzzy
sets is also important for many practical applications (Ejegwa et al. [4], Hatzimichailidis et al. [6], Lindblad et al. [8],
Muthukumar et al. [12]). Besides, dissimilarity measure between fuzzy sets/intuitionistic fuzzy set is also studied and
applied in various matters (Li [7], Faghihi [5], Nguyen [13], Mahmood [10]).

In 2014, Cuong introduced the concept of the picture fuzzy set (PFS-sets) [2], in which a given set is
represented by three memberships: a degree of positive membership, a degree of negative membership, and a degree of
neutral membership. After that, Son gave the applications of the picture fuzzy set in clustering problems in [15,16,17].
Nguyen et al. [14] use picture fuzzy sets to applied for Geographic Data Clustering. Van Dinh et al. [18] introduce the
picture fuzzy set database. Cuong and Hai [3] studied some fuzzy logic operators for picture fuzzy sets. But, difference
between PFS-sets and dissimilarity between picture fuzzy sets (the concepts are important in application of picture
fuzzy sets) are not yet been research.

In this paper, we introduce the concept difference between PFS-sets, distance measure operators and
dissimilarity measure operators between picture fuzzy sets. The rest of paper, in section Il, we recall the concept of
picture fuzzy set and we introduce the new concept difference between PFS-sets. The function of distance measure
between PFS-sets is defined in section Il1. After, we introduce the function of dissimilarity measure between PFS-sets
in section IV. We also illustrate with numerical examples the above measures in decision making in section V.

Il. BASIC NOTIONS

Definition 1. Picture fuzzy set (PFS):
A = {(w pa (W), 14w, 2 @) u € U}

where p, is a positive membership function, n, is neural membership function, y, is negative membership of A,
pa),ma(w), v4(w) € [0,1]and 0 < py(w) + na(w) +ya(w) < 1, forallu € U.

We denote PFS(U) is a collection of picture fuzzy set on U. In which:
U=1{(1,00)]|ueU}
and @ = {(u,0,0,1)|u € U}.
For A, B € PFS(U).

e Union of 4 and B:
AU B = {(w, pavp W), Navg (W), Yaus (W) |u € U}
Where 4,5 () = max{p, (W), s (W}, naup (W) = min{n, (W), ng (W)}, vaus (W) = minfy, (W), y5(w)}.

e Intersection of 4 and B:
AN B = {(u, uang (W), Nang (W), Yans (W) |u € U}

Where pynp(u) = min{u, (W), up (W)}, nanp @) = min{n, (W), np(W}, vans (W) = max{y,(w), yz(w)}.
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e Subset: A c B iff uy(u) < pp(w),ns(w) < ngw) and y,(w) = yp(w).
Now, we define an operator called difference between picture fuzzy sets.

Definition 2. An operator —: PFS(U) x PFS(U) — PFS(U) is a difference between PFS-sets if it satisfies follow
properties:

(D)AcBiffA—B =0,
(D2)IfBc CthenB—Ac C — A4,
(D3 (AnC)—(BNC)c A-B,
(D4) (AuC)—(BUC)c A-B,
Forall A,B,C € PFS(U).
Theorem 1. The function — : PFS(U) X PFS(U) — PFS(U) given by:
A—B = {(w pa—pW),na_p ), va_p(w))|u € U}, where:
Ha-p(u) = max{(0, u,(u) — pup(w)},
Na-pW) = max{0,n,(u) — ng(u)} and,
Vaos () = { ' 1=ppp(@) —=map() if ya(w) > Vl.a‘ )
min{l + y,(w) —yp(W), 1 — uy_p(w) —nap()} if ya(w) <yp(w)
is a difference between PFS-sets.
Proof.
Itiseasytoseethat 0 < py_g(u) + ny_p(W)+ys_p(w) < 1,forallu € U.
We verify all condition in definition 2:
¢ With condition (D1).
+AcB= A— B = @isobvious.

+1f A—B =0 then p, () = max(0, u, (W) — W} = Ny-pw) = max{0,n,(u) —npw)} = 0 so that
Ua(w) < pp(u) and ny(w) < ng(u); Hence y,_g(u) = 1 so that y,(u) = yg(u). It means that A c B.

¢ With condition (D2).

With B c C, we have ug(u) < uc(w),nz(w) < nc(w) and yg(u) = y,(w). So that:

+up-a(w) = max(0, ug(w) — pa(W} < max(0, uc(W) — ua (W} = pe-a(W)

+15_a(w) = max(0,np(w) —n,(wW} < max(0,nc (W) — (W} = ne_s(W)

+ With negative membership function, we consider some cases:

fys(w) <yc@) <yg) thenyg_,(w) =1 —pp_a(W) —np_a(W) = 1 — pe_y (W) = ne_a@) = ye_a(w).

If ye) <ya(w) <yp) then yp_,(w) =1—pp_s(w) —np_g(w) 21— pc_g(u) —nc_g(w). So that
Ye—a@) 2 min{l +y,(w) —yc(W), 1 — pe—a@) —Nc_a(W} = ve_a(w).

If ye(u) < yp(u) <y () then yp_,(w) =1 —ppg_a(u) —np_a(u) 21— pc_s(u) —nc_a(w) and yp(u) —
Ya() = yc() —ya(w). So that yz_,s(w) = min{l + y,(w) —yp(w), 1 — pa_p(w) —na_p()} = min{l +y,(u) —
Ye), 1 = pe_a(u) = Me_a@)} = veoa(u).

e Similarity, it is possible to show that conditions (D3) and (D4) are also satisfied.

Example 1. Given U = {u,,u,,uz} and two PFS-sets: A = {(u,,0.7,0.2,0.1), (u, 0.6,0.1,0.1), (us, 0.6,0.1,0.2)},
B ={(uy,0.6,0.3,0.1), (u, 0.7,0.05, 0.2), (u3, 0.4,0.4,0.1)}. Then, computing by theorem 1, we have:

A—B = {(u,,0.1,0,0.9), (u,, 0,0.05,0.9), (us,0.2,0,0.8).
111. DISTANCE MEASURE OF PICTURE FUZZY SETS

In this section, we define the distance measure between picture fuzzy sets.

Definition 3. A function D: PFS(U) x PFS(U) — [0,+) is a distance measure between PFS-sets if it satisfies follow
properties
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(i) PF-dist1l: D(A,B) =0iff A =B,
(i) PF-dist2: D(A,B) = D(B,A), forall A,B € PFS(U),
(iif) PF-dist3: D(A,C) < D(A,B) + D(B,C), forall A,B,C € PFS(U).

There are many formulas that determine the distance between two picture fuzzy sets.

Theorem 2. Given U = {u,,u,, ..., u,} is an universe set. For A,B € PFS(U). We have some distance measure
between picture fuzzy sets

a) Dy(A,B)= i feallpa(uy) — pp @)l + na(w) — )| + lyaw) — vpWy)l]

b) Dg(A,B) = {211'1=1[(#A(ui) - #B(ui))z + (Ma(u) — nB(ui))z + (Ya(u;) — yB(ui))z]}%
¢) Di(AB)= %Z?:l max{|pa (uy) — g W)l na(uy) —np)|, lva(w) —yve@)l}

d) DF'(AB) = (X max{(us(u;) — .uB(ui))Z' Ma(uy) —mp (ui))z' Ya(w) —vp (ui))z}}%

We easy to verify that the functions in theorem 2 are satisfies properties of distance measure between picture
fuzzy sets (def. 3). In there, D¢ (4, B) is usually used to measure the distance of objects in geometry, Dy (4, B) is used
in the information theory.

IV. DISSIMILARITY MEASURE OF PICTURE FUZZY SETS

In this section, we introduce the concept of dissimilarity for picture fuzzy sets.

Definition 4. A function DM : PFS(U) x PFS(U) — R is a dissimilarity measure between PFS-sets if it satisfies
follow properties:

(i) PF-Diss1:DM(A,B) = DM(B,A)

(i) PF-Diss2: DM(A,A) = 0.

(iii) PF-Diss3:If A c B c C then DM(A4,C) = max{DM (4, B),DM(B, C)}.
Forall 4,B,C € PFS(U).

Theorem 3. Given U = {u,u,,...,u,} is an universe set. For any A,B € PFS(U), a function DM : PFS(U) X
PFS(U) — R is defined by:

1 n
DM(4,B) = 5= > [1Sa(u) = Sp(u)| + Ina(up) = 15w
i=1

where S, (w;) = |pua(w;) — ya(u)| and Sg(w;) = |ug(w;) — ys(w;)| is a dissimilarity measure between PFS-sets.
Proof.
We check that DM, satisfies the conditions of definition 3. Indeed, we have:
PF-Diss 1 and PF-Diss 2 are obviously.
With PF-Diss 3, if A ¢ B c C we have

pa(uy) < pp(uy) < pc(u;)
na(u;) < np(uy) < ne(w;)
Ya(uw) = vp(u) = ye(w;)

forall u; € U. So that:
Sa(u) = |pa(u) — vaud| = Sp(uw) = lup(uy) —ve Wl = Sc(wy) = luc(uy) — ye(w)|, and
1na(u) = nc(u)| = max{|na(w;) — s, [ns (W) — nc(u)l}.
Hence, DM (4, C) = max{DM.(A4, B), DM.(B, C)}. It means PF-Diss 3 satisfy.
We have some dissimilarity measure in theorem 3, as follows.
Theorem 4. Given U = {uy, u,, ..., u,} is an universe set. For any 4, B € PFS(U). We have:
8) DMy(A,B) = o= S llua(u) = ms @)l + aCd) = ns @)l + vaCut) = 5 @Il
b) DM,(A,B) = o= X [1Sa(us) = S )| + liaCuug) = s )l + ImaCus) = ms ] + [yaCat) = v5 )]
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¢) DMo(4, B) = =21k [(a(ut) = s () + (1a ) = np())? + (ra(uwy) - s )Y?1: are the dissimilarity
measure between picture fuzzy sets.
The proof of this theorem is similar to the theorem 3.
V. NUMERICAL EXAMPLES

In this section, we will give some examples using distance and dissimilarity measure in decision making.
Example 2. Assume that there are two patterns denoted by picture fuzzy sets on U = {u,, u,, u3} as follows:
A; = {(u;,0.1,0.1,0.1), (u,, 0.1,0.4,0.3), (us, 0.1,0,0.9)},
A, = {(uy,0.7,0.1,0.2), (uy,0.1,0.1,0.8), (uz, 0.1,0.1,0.7)}.
Now, there is a sample B = {(uy, 0.4, 0, 0.4), (u,, 0.6,0.1,0.2), (us, 0.1,0.1,0.8)}
Question: which pattern does B belong to?
+ Applying the distant measure D (A, B) we have:
Dy (A1, B) = Dy(A,,B) = 0.2
+ Applying the dissimilarity measure DM, (A4, B) we have:
DM, (A, B) = % < DM,(A,,B) = %

In this example, we see that using the distant measure Dy (4, B) can not be used to classify the sample B. But,
we can see that B belongs to pattern A, if we use the dissimilarity measure DM, (A, B).

Example 3. Assume that there are three patterns denoted by picture fuzzy sets on U = {u,, u,, us} as follows
A, ={(uy,0.4,0.5,0.1), (u,,0.7,0.1,0.1), (us, 0.3,0.3,0.2)},
A, ={(u;,0.5,0.4,0), (up,0.7,0.2,0.1), (us, 0.4,0.3,0.2)}.
A; = {(u;,0.4,0.4,0.1), (u,,0.6,0.1,0.1), (us, 0.4,0.1,0.4)}
Now, there is a sample B = {(uy, 0.1, 0.1, 0.6), (u,, 0.7, 0.1, 0.2), (us, 0.8,0.1,0.1)}
Question: which pattern does B belong to?
+ Applying the dissimilarity measure DM,, (A, B) we have:
DMy (A;, B) = DMy(A3, B) = =} DMy(A,, B) = =%
+ Applying the distance measure Dg (4, B) we have:
Dg(A;,B) = 0.9; Dg(A,, B) = 0.916515139; Dg(As, B) = 0.8366600265

In this example, we see that using the dissimilarity measure DMy (4, B) can not be used to classify the sample
B. But, we can see that B belongs to pattern A5 if we use the distance measure Dz (4, B).

Example 4. Assume that there are three patterns denoted by picture fuzzy sets on U = {u,, u,, us, u,} as follows:

A; = {(uy,0.3,0.4,0.1), (u,, 0.3,0.4,0.1), (us, 0.6,0.1,0.2), (uy, 0.6,0.1,0.2)},
A, = {(u;,0.4,0.4,0.1), (u,,0.3,0.2,0.4), (us, 0.6,0.1,0.3), (u,, 0.5,0.2,0.2)},
A; ={(uy,0.4,0.4,0.1), (u,,0.3,0.1,0.3), (us, 0.6,0.1,0.2), (uy, 0.5,0.2,0.1)}.

Now, there is a sample

B = {(uy,0.35,0.65,0), (u,, 0.55,0.35,0.1), (u3, 0.65,0.1,0.1), (u,, 0.6,0.15,0.2)}
Question: which pattern does B belong to?
+ Applying the distance measure DJi'(4, B) we have:
DX (A,,B) = D(A3,B) = 0.7; D*(A,,B) = 0.85.
+ Applying the dissimilarity measure DM (4, B) we have:
DMc(A,,B) = 0.0875; DM¢(A,, B) = DM(A5,B) = 0.1
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In this example, we see that using the distance measure DJ}* (4, B) can not be used to classify the sample B. But,
we can see that B belongs to pattern A if we use the dissimilarity measure DM (4, B).

Example 5. Assume that there are two patterns denoted by picture fuzzy sets on U = {u,, u,} as follows:
A; ={(uy,0.4,0.5,0.1), (u,,0.3,0.4,0.2)},
A, = {(uy,0.5,0.4,0.1), (u,,0.4,0.3,0.1)}.
Now, there is a sample B = {(uy, 0.1, 0.1, 0.1), (u,, 0.5,0.5,0)}
Question: which pattern does B belong to?
+ Applying the distant measure D7* (4, B) we have:
D(A,;,B) = DI'(A,, B) = 0.44721
+ Applying the dissimilarity measure DM, (4, B) we have:
DM (A4, B) = 0.3265; DM (A,, B) = 0.3041241

In this example, we see that using the distant measure Di*(4, B) can not be used to classify the sample B. But,
we can see that B belongs to pattern A, if we use the dissimilarity measure DM, (A4, B).

VI. CONCLUSION

In this paper, we introduce the concepts of the difference between PFS-sets, distance measure and dissimilarity
between picture fuzzy sets. We give some distant measure and dissimilarity measure of picture fuzzy sets. Beside, we
Illustrate with numerical examples the above measures in decision making. In the future, we will study the properties
of these measure and applications of them in practical problems.
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DO DO KHOANG CACH VA DO DO KHONG TUONG TU
GIC’A CAC TAP MO BU'C TRANH

Nguyén Vin Dinh', Nguyén Xuéin Thio’, Ngoc Minh Chau®

TOM TAT: Dé danh gi sy khéc nhau giita hai tap mo (hodc tap mo triec cam), chiing ta c6 thé dwa ra dé do khodng cach hay do
do su khong twong ti gitta ching. Dac trung vé dé do khodng cach va do do khong twong ty giita hai tap mo la rat quan trong vi no
6 nhiéu vmg dung trong cdc linh viee nhie nhdn dang mdu, phan tich anh va hé tro ra quyét dinh. Tap mo bire tranh 1d sw tong qudt
ciia tdp mo va tdp triee mo  triee cam, Vi vy né c6 nhiéu img dung. Trong bdi bdo ndy, ching t6i giGi thiéu cdc khai niém: hiéu hai
tGp mo bire tranh; dp do khodng cdch; dg do khdng twong tir gitka cdc tdp mo bire tranh vd dwa ra cde cong thire dé xdc dinh cdc dai
luwong nay.

Tir khéa: Tap mo buec birc tranh (PFS), hiéu hai tdp mo PFS, do do khoang cach va d¢ do khong twong tu cua cac tgp mo PFS.



