Ky yéu Héi nghi Quéc gia lan thit X vé Nghién citu co ban va img dung Céng nghé thong tin (FAIR), Pa Ndng, ngay 17-18/08/2017
DOI: 10.15625/vap.2017.0002

A NOVEL FORECASTING MODEL BASED ON COMBINING TIME-
VARIANT FUZZY LOGICAL RELATIONSHIP GROUPS AND K-MEANS
CLUSTERING TECHNIQUE

Nghiem Van Tinh', Nguyen Cong Dieu?

Thai Nguyen University of Technology, Thai Nguyen University, Thai Nguyen, Viet Nam
*Thang Long University, Ha Noi, Viet Nam

nghiemvantinh@tnut.edu.vn, ncdieu@yahoo.com

ABSTRACT: Most of previous the forecasting approaches based on fuzzy time series (FTS) used the same length of intervals. The
weakness of the static length of intervals is that the historical data are roughly put into intervals, although the variance of them is
not high. In this paper, a new forecasting model based on combining the fuzzy time series and K-mean clustering algorithm with
three computational methods, K-means clustering technique, the time - variant fuzzy logical relationship groups and defuzzification
forecasting rules, is presented. Firstly, the authors use the K-mean clustering algorithm to divide the historical data into clusters
and adjust them into intervals with different lengths. Then, based on the new intervals obtained, the proposed method is used to
fuzzify all the historical data and create the time -variant fuzzy logical relationship groups based on the new concept of time —
variant fuzzy logical relationship group. Finally, Calculate the forecasted output value by the improved defuzzification technique in
the stage of defuzzification. To evaluate performance of the proposed model, two numerical data sets are utilized to illustrate the
proposed method and compare the forecasting accuracy with existing methods. The results show that the proposed model gets a
higher average forecasting accuracy rate to forecast the Taiwan futures exchange (TAIFEX) and enrollments of the University of
Alabama than the existing methods based on the first — order and high-order fuzzy time series.

Keywords: Fuzzy time series, time — variant fuzzy logical relationship groups, K-mean clustering, enrollments, TAIFEX.

I. INTRODUCTION

In the past decades, many forecasting models based on the concept of fuzzy time series have been proposed to
deal with various domain problems, such as the enrollments forecasting [1] - [4], crop forecast [5], [6], stock markets
[71, [8], temperature prediction [8], [9]. There is the matter of fact that the traditional forecasting methods cannot deal
with the forecasting problems in which the historical data are represented by linguistic values. Song and Chissom
proposed the time-invariant FTS model [1] and the time-variant FTS model [2] which use the max—min operations to
forecast the enrollments of the University of Alabama. However, the main drawback of these methods are which
required a lot of computation time when a fuzzy logical relationship matrix is large. Then, Chen [3] used simplified
arithmetic operations avoiding the complicated max—min operations, and their method produced better results.
Afterward, fuzzy time series has been widely studied to improve the accuracy of forecasting in many applications.
Huarng [10] presented a new method for forecasting the enrollments of the University of Alabama and the TAIFEX by
adding a heuristic function to get better forecasting results. Chen also extended his previous work [3] to present several
forecast models based on the high-order FTS to deal with the enroliments forecasting problem [4], [11]. Yu have
shown models of refinement relation [12] and weighting scheme [7] for improving forecasting accuracy. Both the stock
index and enrollments are used as the targets in the empirical analysis. Huang [13] shown that different lengths of
intervals may affect the accuracy of forecast. He modified previous method [10] by using the ratio-based length to get
better forecasting accuracy. Recently, in [14] - [16] presented a new hybrid forecasting model which combined particle
swarm optimization with fuzzy time series to find proper length of each interval by which adjust interval lengths. In
addition, Dieu N. C et al. [17] introduced the concept of time-variant fuzzy logical relationship group and combined it
with PSO algorithm for forecasting in fuzzy time series model. N. Van Tinh and N. C Dieu [18] extended our previous
work [17] to a high-order fuzzy time series model to forecast stock market indices of TAIFEX. Some other techniques
for determining best intervals and interval lengths based on clustering techniques such as; automatic clustering
techniques are found [19], the K-means clustering combining the FTS in [20] and the fuzzy c-means clustering in [21].
Another way, a high-order algorithm for Multi-Variable FTS [22] based on fuzzy clustering is presented to deal various
forecasting problems such as: enrollment forecasting, Gas forecasting, Rice produce prediction.

In this paper, a new hybrid forecasting model based on combining the K-mean clustering algorithm for
partitioning the universe of discourse and the time — variant fuzzy logical relationship groups (FLRGS) is presented.
Although the idea of using K-means clustering algorithm for partitioning historical dataset into intervals of different
lengths is not novel as can be seen in [20], combining with the time — variant FLRGs in the determining of fuzzy
logical relationships stage and novel forecasted rules in the defuzzification stage can help to improve the forecasting
result significantly. From this view point, the proposed method is different from the approaches which also using
clustering algorithms [20], [21] and [22] in the way where the fuzzy logical relationship groups and forecasted rule
are created. In case study, the proposed method was applied to forecast the enrollments of the University of Alabama
and the TAIFEX. The experimental results showed that the proposed method gets a higher average forecasting
accuracy compared to the existing methods. In addition, the empirical results also showed that the high-order FTS
model outperformed the first-order FTS model with a lower forecast error.
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Il. FUZZY TIME SERIES AND ALGORITHMS
2.1. Fuzzy time series

In 1993, Song and Chissom proposed the definitions of fuzzy time series, where the values of fuzzy time series
are represented by fuzzy sets. Let U={u,, u,, ..., u,, } be an universe of discourse; a fuzzy set A of U is defined as A={
fA(uy) uy+.. . +HfA(u,)/ u, },where fA is a membership function of a given set A, fA :U—[0,1], fA(x;) indicates the
grade of membership of u; in the fuzzy set A, fA(;) € [0, 1], and 1< i < n . General definitions of fuzzy time series are
given as follows:

Definition 1: Fuzzy time series [1]-[2]

Let Y(t) (t=...,0, 1,2 ...), a subset of R, be the universe of discourse on which fuzzy sets fj(t) (i = 1,2...) are
defined and let F(t) be a collection of fi(t)) (i=1, 2...). Then, F(t) is called a fuzzy time serieson Y(t) (t=...,0,1,2,...).

Definition 2: Fuzzy logical relationship (FLR) [3]

If there exists a fuzzy relationship R(t-1,t), such that F(t) = F(t-1)* R(t-1,t), where "+" is an max-min
composition operator, then F(t) is said to be caused by F(t-1). The relationship between F(t) and F(t-1) can be denoted
by F(t-1)— F(t). Let A; = F(t) and A; = F(t-1), the relationship between F(t) and F(t -1) is denoted by fuzzy logical
relationship Ai— A;where A; and A refer to the current state or the left - hand side and the next state or the right-hand
side of fuzzy relations.

Definition 3: Fuzzy logical relationship groups (FLRGS) [3]

Fuzzy logical relationships, which have the same fuzzy set located in the left-hand side of the fuzzy logical
relationships, can be grouped into a FLRG. Suppose there are exists fuzzy logical relationships as follows: A; — A4,
Ay = A,y Ay = Apy s they can be grouped into an FLRG as : 4; = Ay, Akzs---» Agm-

The repeated FLRs in the FLRGs are discarded by Chen [3], [14] and counted only once, but according to Yu
model [7], this repeated FLRs can be accepted.

Definition 4: The A- order fuzzy logical relationships [4]

Let F(t)be a fuzzy time series. If F(t) is caused by F(t-1), F(t-2),..., F(t-A+1) F(t-A) then this fuzzy relationship
is represented by F(t-1), ..., F(t-2), F(t-1)— F(t) and is called an A- order fuzzy time series.

Definition 5: Time-variant fuzzy relationship groups [17]

The relationship between F(t) and F(t-1) is determined by F(t-1)- F(t). Let F(t) = A;(t) and F(t—1) =
Aj(t — 1), we will have the relationship A;(t — 1) — A;(t). At the time t, we have the following fuzzy relationships:
Aj(t—1) = A); Aj(t1 —1) = Ay (t1);...; Aj(tp — 1) = A;p(tp) with t1,t2,..,tp < t. It is noted that Aj(t,)
and A(t,) has the same linguistic value as A;, but appear at different times t; and t,, respectively. It means that
if the fuzzy relations occurred before A;(t — 1) — A;(t), we can group the fuzzy logic relationship to be A;(t—1) -
Aj; (t1), Ajz(£2), Ajp (tp), A (D). Itis called first — order time-variant fuzzy logical relationship group.
2.2. The time — variant FLRGs algorithm
Suppose there are fuzzy time series F(t), t=1, 2 ,..., ¢ which it is presented by fuzzy sets as follows:
A1, Aiz, -5 Aig -
Based on the Definition 5 of the time - variant FLRGs, an algorithm is proposed as follows :
Algorithm 2.2: The A - order time — variant fuzzy logical relationship groups algorithm
1: initialize the A-order time —variant FLRGs t=4 ; F(1),F(2),..,F(4-1) — F(4) or Ap,, ..., 4j; = Au(4)
2: fort:=Atoqdo
for h: = Adown to 1 do
Create all A- order FLRs Ajp(t-4), ..., 4j,(t-1) — Ai(t)
end for
3:forv:=1tot-1do
forh=1tovdo
if there is fuzzy logical relation Ajp,...,4jn — Ay(h) at the same left - hand side, then add Ay, into FLRGs as
follows:
AjZ:-wAji ﬁAklr Ak2
end for
4. end for
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2.3. K-Means clustering algorithm

K-means clustering introduced in [20] is one of the simplest unsupervised learning algorithms for solving the
well-known clustering problem. K-means clustering method groups the data based on their closeness to each other
according to Euclidean distance. The result depends on the number of cluster.

The algorithm is consists of the following major steps
Step 1:Choose k centroids {z,, z,,..., Zx }
Step 2: Assign each object x to the clusters C;: x€ C; if d(x,z;) < d(x,z),j# i
Step 3:update {z;} to minimize J; = ¥ e lx — z[* , i=1.k
N%Zcix =m;
Step 4: Reassign the objects using the new centroids
Step 5: Repeat Steps 2, 3 and 4 until the centroids no longer move.

zZ; =

I11. FORECASTING MODEL BASE ON K-MEANS CLUSTERING AND TIME - VARIANT FLRGS

In this section, a novel method based on combining the time - variant FLRGs and K-means clustering algorithm
for forecasting the enrolments of University of Alabama, is presented. Firstly, K-means clustering algorithm is applied
to classify the collected data of enrolments into clusters and adjusted these clusters into contiguous intervals for
generating intervals from the enrolment data in Subsection 3.1. Then, based on the defined intervals, we fuzzify all
historical enrolments data and establish time - variant FLRGs. Finally, the forecasting results are calculated from the
time - variant fuzzy logical relationship groups and the proposed forecasting rules, shown in Subsection 3.2. To verify
the effectiveness of the proposed model, all historical enrollments [3] (the enrollment data at the University of
Alabama from 1971s to 1992s) are used to illustrate the first - order fuzzy time series forecasting process.

3.1. The K-Mean algorithm for generating intervals from historical dataset
The algorithm composed of 3 steps is introduced step-by-step with the same dataset [3]:

Step 1: Apply the K-means clustering algorithm to partition the historical time series data into ¢ clusters and
sort the data in clusters in an ascending sequence. In this paper, suppose ¢ =14 clusters, the results of clusters are as
follows:

{13055}, {13563, 13867}, {14696, 15145, 15163}, {15311}, {15433, 15460, 15497}, {15603}, {15861,
15984}, {16388}, {16807}, {16859}, {16919}, {18150}, {18970, 18876}, {19328, 19337}

Furthermore, the number of clusters is selected by an any way that do not exceed the total amount of data in the
time series, suchascis 7,8,9 11, ..., 22.

Step 2: Calculate the cluster centres
In this step, we use automatic clustering techniques [19] to generate cluster center (Center,) from clusters as
follows:
Center,= % 1
where d; is a datum in cluster,, n denotes the number of data in cluster,and 1 < k < c.
Step 3: Adjust the clusters into intervals according to the following rules.

Assume that Center, and Center,,; are adjacent cluster centers, then the upper bound Cluster _ UBy of clustery
and the lower bound cluster_LB,., of cluster,,; can be calculated as follows:

Cluster_UBk:Centerk+2(:enterk+1 (2)

Cluster_LBy .= Cluster_UB, 3)

where k =1,.., ¢ - 1. Because there is no previous cluster before the first cluster and there is no next cluster after the last
cluster, the lower bound Cluster _ LB; of the first cluster and the upper bound Cluster_UB; of the last cluster can be
calculated as follows:

Cluster_LB,;=Center,; — (Center, — Cluster_UB,) 4
Cluster _UB.=Center_ + (Center, — Cluster_LB,) (5)

Then, assign each cluster Cluster, form an interval interval,, which means that the upper bound Cluster_UB,,
and the lower bound Cluster_LBythe cluster cluster; are also the upper bound interval_UB, and the lower bound
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interval_LB,, of the interval interval,, respectively. Calculate the middle value Mid_value, of the interval
interval,, as follows:
i _interval_LBg+ interval_UBj
Mid_value,= 5 (6)
where interval LB, and interval_UB, are the lower bound and the upper bound of the interval intervaly,

respectively, withk =1,..,c.

3.2. Forecasting model based on the first — order time — variant FLRGs

In this section, we present a new method for forecasting enrollments based on the K-mean clustering algorithm
and time - variant fuzzy logical relationship groups. The proposed method is now presented as follows:

Step 1: Partition the universe of discourse U into intervals

After applying the procedure K-mean clustering, we can get 14 intervals corresponding to the clusters obtained
in subsection 3.1 and calculate the middle value of the intervals are listed in Table 1.

Table 1: The intervals and their midpoints obtained by K-means clustering technique

No Intervals MidPoint No Intervals MidPoint
1 [12725, 13385) 13055 8 [16155, 16597.5) 16376.25
2 [13385, 14358) 13871.5 9 [16597.5, 16833) 16715.25
3 [14358, 15156) 14757 10 [16833, 16889) 16861
4 [15156, 15387) 15271.5 11 [16889, 17534.5) 17211.75
5 [15387, 15533) 15460 12 [17534.5, 18536.5) 18035.5
6 [15533, 15762.5) 15647.75 13 [18536.5, 19127.5) 18832
7 [15762.5, 16155) 15958.75 14 [19127.5, 19536.5) 19332

Step 2: Define the fuzzy sets A; for observations (historical data).

Each interval in Step 1 represents a linguistic variable of enroliments. For 14 intervals, there are 14 linguistic
variables. Each linguistic variable represents a fuzzy set A; (1 <i < 14). All possible values of these linguistic
variables are A; ={very very very very few }, A, ={very very very few}, A;={very very few}, A, ={very few }, 45
={few }, 6 ={moderate}, A,={many}, Ag={many many}, Aq={very many}, A;,={too many}, A;; ={too many
many}, 4;, ={too many many many}, A,;={too many many many many} and A, ={too many many many many
many} which can represent different intervals in the universe of discourse, and its definition is described according to
Eq.(7)

>
iy
Il

1/u1 + O'S/uz + 0/u3 tot 0/1114

0.5/ul + 1/112 4_0.5/u3 +___+0/u14

............................................... @)
A13 = O/ul +...+ 0.5/112 + 1/u13 + 0.5/1114

A14_ = 0/u1+...+0/u2 +05/u3 + 1/1114

Here the symbol ‘+’ denotes the set union operator and the symbol */* denotes the membership of u; (1 <j <
14) which belongs to A;, respectively.

>
N
Il

For simplicity, the different membership values of fuzzy set A; of {0, 0.5 and 1} are selected to indicate the
grade of membership of u; in the fuzzy set A;. According to Eq.(7), a fuzzy set contains 14 intervals. Contrarily, an
interval belongs to all fuzzy sets with different membership degrees. For example, u; belongs to Al and A2 with
membership degrees of 1 and 0.5 respectively, and other fuzzy sets with membership degree is 0.

Step 3: Fuzzy all historical enrollments data

In order to fuzzify all historical data, it’s necessary to assign a corresponding linguistic value to each interval
first. The simplest way is to assign the linguistic value with respect to the corresponding fuzzy set that each interval
belongs to with the highest membership degree. For example, the historical enrollments of year 1972 is 13563, and it
belongs to interval u, because 13563 is within u,=[13385, 14358]. So, we then assign the linguistic value or the fuzzy
set A, corresponding to interval u,. In the same way, the results of fuzzification on enrollments of the University of
Alabama are listed are listed in Table 2.
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Table 2. Fuzzified historical enrollments data of the University of Alabama

Year Actual data Fuzzy sets Year Actual data Fuzzy sets
1971 13055 Al 1982 15433 A5
1972 13563 A2 1983 15497 A5
1973 13867 A2 1984 15145 A3
1974 14696 A3 1985 15163 Ad
1975 15460 A5 1986 15984 A7
1976 15311 Ad 1987 16859 A10
1977 15603 A6 1988 18150 Al2
1978 15861 A7 1989 18970 Al3
1979 16807 A9 1990 19328 Al4
1980 16919 All 1991 19337 Al4
1981 16388 A8 1992 18876 Al3

Step 4: Create all A order fuzzy logical relationships (1>1).

Based on Definition 2 and 3, to establish a A-order fuzzy logical relationship, we should find out any
relationship which has the type F(t — 1), F(t— A+ 1),...,F(t—1) - F(t), where F(t — A),F(t— 41+ 1),...,F(t—1)
and F(t) are called the current state and the next state, respectively. Then a A - order fuzzy logical relationship in the
training phase is got by replacing the corresponding linguistic values. For example, supposed A = 1 from Table 2, a
fuzzy logic relationship A; — A, isgotas F(1971) — F(1972). So on, all first-order fuzzy logical relationships from
year 1972 to 1992 are shown in column 3 and 6 of Table 3, where there are 22 fuzzy logical relationships; the first 21
relationships are called the trained patterns, and the last one is called the untrained pattern (in the testing phase). For
the untrained pattern, relation 22 has the fuzzy relation A13 — # as it is created by the relation F(1992) —» F(1993),
since the linguistic value of F(1993) is unknown within the historical data, and this unknown next state is denoted by
the symbol ‘#

Table 3. The first-order fuzzy logical relationships

No FLRs F(t) Fuzzy relations No FLRs F(t) Fuzzy relations
1 F(1971)-F(1972) Al -> A2 12 F(1982) — F(1983) A5 -> A5
2 F(1972) — F(1973) A2 -> A2 13 F(1983) — F(1984) A5 -> A3
3 F(1973) — F(1974) A2 -> A3 14 F(1984) — F(1985) A3 -> A4
4 F(1974) — F(1975) A3 -> A5 15 F(1985) — F(1986) A4 -> A7
5 F(1975) — F(1976) A5 -> A4 16 F(1986) — F(1987) A7 -> A10
6 F(1976) — F(1977) A4 -> A6 17 F(1987) — F(1988) A10 -> A12
7 F(1977) — F(1978) A6 -> A7 18 F(1988) — F(1989) Al12 -> Al13
8 F(1978) — F(1979) A7 -> A9 19 F(1989) — F(1990) Al3 -> Al4
9 F(1979) — F(1980) A9 -> All 20 F(1990) — F(1991) Al4 -> Al4
10 F(1980) — F(1981) All-> A8 21 F(1991) — F(1992) Al4 -> Al13
11 F(1981) — F(1982) A8 -> A5 22 F(1992) — F(1993) Al3 ->#

Step 5: Establish all time - variant fuzzy logical relationship groups

In this step, a method is different from the approach in [3] and [14] in the way where the fuzzy logical
relationship groups are created. In previous approach, all the fuzzy logical relationships having the same fuzzy set on
the left-hand side or the same current state can be grouped into a same fuzzy relationship group. But, according to the
Definition 5 and algorithm 2.2, the appearance history of the fuzzy sets on the right-hand side of fuzzy logical
relationships is need to more consider. That is, only the fuzzy set on the right - hand side appearing before forecasting
time which has the same fuzzy set on the left-hand side of fuzzy logical relationship is grouped into a fuzzy logical
relationship group, called time — variant FLRG. From this viewpoint and based on Table 3, we can establish all time -
variant fuzzy logical relationship groups are shown in column 4 of Table 4 which consists of 21 groups in training
phase and one group for testing phase.

Table 4. The completed all first-order time - variant fuzzy logical relationship groups

Years No groups At time Time - variant FLRGs Linguistic variable F(t)
1971

1972 1 T=1 Al -> A2 F(1971)- F(1972)
1973 2 T=2 A2 -> A2 F(1972)— F(1973)
1974 3 T=2,3 A2 -> A2, A3 F(1972)- F(1973),F(1974)
1975 4 T=4 A3 -> A5 F(1974) - F(1975)
1976 5 T=5 A5 -> Ad F(1975) - F(1976)
1977 6 T=6 A4 -> A6 F(1976) —» F(1977)




14 A NOVEL FORECASTING MODEL BASED ON COMBINING TIME-VARIANT FUZZY LOGICAL...

Years No groups At time Time - variant FLRGs Linguistic variable F(t)
1978 7 T=7 A6 -> A7 F(1977) - F(1978)
1979 8 T=8 A7 -> A9 F(1978) - F(1979)
1980 9 T=9 A9 -> All F(1979) - F(1980)
1981 10 T=10 All-> A8 F(1980) - F(1981)
1982 11 T=11 A8 -> A5 F(1981) - F(1982)
1983 12 T=5, 12 A5 -> Ad, A5 F(1982) - F(1976),F(1983)
1984 13 T=5,12, 13 A5 -> A4, A5, A3 F(1983) - F(1976),F(1983), F(1984)
1985 14 T=4,14 A3 -> A5, Ad F(1984) - F(1975),F(1985)
1986 15 T=6,15 A4 -> A6, A7 F(1985) —» F(1977),F(1986)
1987 16 T=8, 16 A7 -> A9, A10 F(1986) — F(1979),F(1987)
1988 17 T=17 A10 -> Al12 F(1987) - F(1988)
1989 18 T=18 Al12 -> A13 F(1988) - F(1989)
1990 19 T=19 Al13 -> Al4 F(1989) - F(1990)
1991 20 T=20 Ald -> Ald F(1990) - F(1991)
1992 21 T=20,21 Al4 -> Al4, A13 F(1991) - F(1991),F(1992)
1993 22 T=22 Al3 > # F(1992) - F(1993)

Step 6: Defuzzify and calculate the forecasting values for all time —variant FLRGs

In this step, to obtain the forecasted results, a new defuzzification technique is presented to calculate the
forecasted values for all time — variant FLRGs in training phase. Then we also use defuzzification rule is proposed in
[14] for the time — variant FLRGs in testing phase.

For the training phase , we estimate forecast values for all time — variant FLRGs based on fuzzy sets on the right-
hand within the same group. For each group in column 4 of Table 4, we divide each corresponding interval of each next
state into p sub-intervals with equal length, and calculate a forecasted value for each group according to Eq. (8).

forecasted,yepur = %Z]‘n:l submy; (8)

where,(1<j <n, 1<k <p)

- n is the total number of next states or the total number of fuzzy sets on the right-hand side within the same
group.

- submy; is the midpoint of one of p sub-intervals (means the midpoint of j-th sub-interval) corresponding to j-
th fuzzy set on the right-hand side where the highest level of A takes place in this interval.

For instance, in column 4 of Table 4, we can see that there is a first —order time - variant FLRGs "A1 - A2"in
Group 1 which has only one fuzzy set on the right - hand side as A2 ; where the highest membership level of A2
belongs to interval u, = [13385,14358). In this paper, we divide the interval u, into four sub-intervals which are
u,, = [13385,13628.25), u,, =[13628.25,13871.5), u,; = [13871.5,14114.75), u,, = [14114.75,14358).
In Table 4, the first - order time —variant FLRG group A1 — A2 is got as F(1971) — F(1972) ; where the historical
data of year 1972 is 13563 and it is within sub-interval u,, = [13385,13628.25) and then the midpoint subm, , of
sub-interval u, , is 13506.63. The finally, forecasted value for Group 1 according to Eq. (8) is 13506.63. Forecasted
value of remaining first — order time — variant FLRGs are calculated in a similar manner

For the testing phase, we calculate a forecasted value based on master voting (MV) scheme to deal with the
untrained pattern [14].
_ (meixwp)+mep+-Amy+dme, .

Forecatedsory = o tO-D piE1li A 9)

Where the symbol wy;, means the highest votes predefined by user, A is the order of the fuzzy relationship, my;
denote the midpoints of the corresponding intervals.

Based on the forecast rules are presented in Eq. (8) and (9), we complete forecasted results for all first-order
time - variant fuzzy logical relationship groups are listed in Table 5.

Table 5. The complete forecasted values for all first-order time - variant fuzzy logical relationship groups (FLRGs)

No group Time —variant FLRGs Value No group Time —variant FLRGs Value

1 Al -> A2 13547 12 A5 -> A4, A5 15429
2 A2 -> A2 13872 13 A5 -> A4, A5, A3 15293
3 A2 -> A2, A3 14314 14 A3 -> A5, A4 15327
4 A3 -> A5 15460 15 A4 -> A6, A7 15765
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No group Time —variant FLRGs Value No group Time —variant FLRGs Value
5 A5 -> A4 15348 16 A7 -> A9, A10 16827
6 A4 -> A6 15571 17 Al10 -> Al12 18036
7 A6 -> A7 15828 18 Al2 -> Al13 19029
8 A7 -> A9 16794 19 Al3 -> Al4 19332
9 A9 -> All 16997 20 Al4 -> Al4 19332
10 All-> A8 16376 21 Al4 -> Al4, A13 19082
11 A8 -> A5 15411 22 Al3 -># 18832

Based on Table 5 and the data in Table 2, we complete forecasted results for enrollments from 1971 to 1992
based on first-order fuzzy time series model with 14 intervals are listed in Table 6.

Table 6. The complete forecasted output values based on the first-order FTS under number of intervals of 14

Year Actual data Fuzzy set Forecasted value Forecasted- actual
1971 13055 Al Not forecasted -

1972 13563 A2 13547 -16

1973 13867 A2 13872 5

1974 14696 A3 14314 -382

1991 19337 Al4 19332 -5

1992 18876 Al3 19082 206

1993 N/A # 18832 -

To evaluate the performance of the proposed model, the mean square error (MSE) is employed as an evaluation
criterion to represent the forecasted accuracy. The MSE value is calculated as follows:

1
MSE = ;Z?:A (Fi = R)? (10)
where, R; denotes actual data at year i, F; is forecasted value at year i, n is number of the forecasted data, A is order of
the fuzzy logical relationships

IV. EXPERIMENTAL RESULTS

In this paper, the proposed method is utilized to forecast the enrolments of University of Alabama with the
whole historical data [3], the period from 1971 to 1992 and handles other forecasting problems, such as the empirical
data for the TAIFEX [25] from 8/3/1998 to 9/30/1998, used to perform comparative study in the training phase.

4.1. Experimental results for forecasting enrollments

Actual enrollments of the University of Alabama [3] are used to perform comparative study in the training and
testing phases. In order to verify forecasting effectiveness, the proposed model is compared with those of
corresponding models for various orders and different intervals. The forecasted accuracy of the proposed method is
estimated according to Eq. (10).

4.1.1. Experimental results from the training phase.

In order to verify the forecasting effectiveness of our proposed model for the first — order FRLGs under
different number of intervals, five FTS models are examined and compared. There are the SCI model [1], the C96
model [3], the HO1 model [10], CC06a model [23] and HPSO model [14]. A comparison of the forecasting results
among these models is shown in Table 7. It is obvious that the proposed model gets the smallest MSE value of 15139
among all the compared models with different number of intervals. The major difference between the CC06a model,
HPSO model and our models is that at the defuzzification stage and optimization method is used. Two models in
CC06a [23], HPSO [14] use the genetic algorithm and the particle swarm optimization algorithm to get the appropriate
intervals, respectively, while the proposed model performs the K- mean algorithm to achieve the best interval lengths.

Table 7. A comparison of the forecasted results for the first-order FLRGs with 14 intervals

Year Actual data SCI C96 HO1 CCo06a HPSO Our model
1971 13055 --- --- --- ---
1972 13563 14000 14000 14000 13714 13555 13547
1973 13867 14000 14000 14000 13714 13994 13872
1974 14696 14000 14000 14000 14880 14711 14314
1991 19337 19000 19000 19500 19149 19340 19332
1992 18876 19000 19000 19149 19014 19014 19082
1993 N/A 18832

MSE 423027 407507 226611 35324 22965 15139




16 A NOVEL FORECASTING MODEL BASED ON COMBINING TIME-VARIANT FUZZY LOGICAL...

The trend in forecasting of enrollments by first-order fuzzy time series model in comparison to the actual
enrollments can be visualized in Fig. 1. From Fig. 1, it can be seen that the forecasted value is close to the actual
enrolments each year, from 1972s to 1992s than the compared models
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Fig. 1. The curves of the actual data and the HO1, CC06a, HPSO models and our proposed model for forecasting enrollments of
University of Alabama

To verify the forecasting effectiveness for high-order fuzzy time series, four existing forecasting models, the
CCO06b [11], HPSO [14], AFPSO [16] models and the C02 model [4] are used to compare with the proposed model. A
comparison of the forecasted results is listed in Table 8 where the number of intervals is seven for all forecasting
models. From Table 8, it is clear that the proposed model is more precise than the four forecast models at all, since the
best and the average fitted accuracies are all the best among the five models. Practically, at the same intervals, the
proposed method obtains the lowest MSE values which are 8168, 6853, 6767, 6785, 3951, 3781, 6459 for 3-order, 4-
order, 5-order, 6-order, 7-order, 8-order and 9-order fuzzy logical relationships, respectively. In addition, performance
of proposed model is also compared with HMV-FTS algorithm [22] using enrollments dataset based on the second -
order FTS with at the same interval of 7. Although the proposed model and the HMV-FTS model both use the
clustering algorithm to attain the best interval lengths, but the proposed model gets lower MSE value of 16356 for the
second — order fuzzy logical relationships, as the major difference between the HMV-FTS model and the proposed
model is in the defuzzification rules and the establishment of fuzzy logical relationship groups used. The proposed
model also gets the smallest MSE value of 3781 for the 8th-order fuzzy logical relationships among all orders of
forecasting model.

Table 8. A comparison of the forecasted enrollments under various high-order FTS models with seven intervals.

Order C02 [4] CCO06b [11] HPSO[14]  AFPSO[16] HMV-FTS[22]  Our model
2 N/A N/A N/A N/A 22722 16356
3 86694 31123 31644 31189 N/A 8168
4 89376 32009 23271 20155 N/A 6853
5 94539 24948 23534 20366 N/A 6767
6 98215 26980 23671 22276 N/A 6785
7 104056 26969 20651 18482 N/A 3951
8 102179 22387 17106 14778 N/A 3781
9 102789 18734 17971 15251 N/A 6459

4.1.2. Experimental results in the testing phase.

To verify the forecasting accuracy for future enrollments, the historical enrollments are separated two parts for
independent testing. The first part is used as training data set and the second part is used as the testing data set. In this
paper, the historical data of enroliments from year 1971 to 1989 is used as the training data set and the historical data of
enrollments from year 1990 to 1992 is used as the testing data set. For example, to forecast a new enrolment of 1990,
the enrollments of 1971-1989 are used as the training data. Similarly, a new enrolment of 1991 can be forecasted based
on the enrollments under years 1971-1990. After the training data have been well trained by the proposed model, future
enrollments could be obtained to compare with testing data. Some experimental results of the forecasting models for
the testing phase are listed in Table 9.

Table 9. A comparison of actual data and forecasted result for 14 intervals in the testing phase

Year Actual enrollments Forecasted value

1% - order 2" - order 3" - order 4™ - order 5™ _ order
1990 19328 18560 18560 18502 18563 18455
1991 19337 19149 19149 19087 19082 19058

1992 18876 18946 18946 18946 19030 19012
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4.2. Experimental results for the TAIFEX forecasting

In this paper, we also apply the proposed method to forecast the TAIFEX index with the whole historical data
[25] are used. To verify the superiority in the forecasted accuracy of the proposed model with the high-order FLRGs
under numbers of intervals is 16, six FTS models C96 [3], HO1b [10], L06 [24], L08 [25], HPSO [14] and MTPSO
model [26] are selected for purposes of comparison. A comparison of the forecasted results is listed in Table 10 where
all forecasting models use high-order fuzzy logical relationships under different number of intervals.

Table 10. A comparison of the forecasted results of the proposed method with the existing models based on high — order of the
fuzzy time series under number of intervals is 16.

Date Actual data  C96 [3] HO01[10] L06 [24] L08 HPSO [14] MTPSO[26] Our model
[25]

8/3/1998 7552

8/4/1998 7560 7450 7450

8/5/1998 7487 7450 7450

8/6/1998 7462 7500 7500 7450

8/7/1998 7515 7500 7500 7550

8/10/1998 7365 7450 7450 7350

8/11/1998 7360 7300 7300 7350

8/12/1998 7330 7300 7300 7350 7329 7289.56 7325.28 7326.69

8/13/1998 7291 7300 7300 7250 7289.5 7320.77 7287.48 7291.19

9/29/1998 6806 6850 6850 6850 6796 6800.07 6781.01 6811.38

9/30/1998 6787 6850 6750 6750 6796 7289.56 6781.01 6784.88

10/1/1998 N/A 6811.01

MSE 9668.94 5437.58 1364.56 105.02 103.61 92.17 50.2

In addition to, to demonstrate the effectiveness of the proposed model, two forecasting models based on high-
order FTS are selected to be compared with proposed model. These two models are proposed by L08 model [25],
HPSO model [14], respectively. The forecasted errors by MSE value of all models are listed in Table 11.

Table 11. A comparison of the MSE of the proposed model with that of L08 and HPSO model for the training phase based
on high — order FLRGs.

Models 3% order 4™ order 5™ order 6™- order 7™ order 8™ order
L08 208.79 142.26 143.31 147.14 105.02 124.48
HPSO 152.47 148.14 112.24 122.68 103.61 108.37
Our model 70 59.4 57.4 52.2 50.2 57.6

From Table 11, the experimental results show that our proposed model bears all the smallest MSE in ten testing
times. From these results, it is obvious that our model significantly outperforms the models proposed by L08 model
[25] and HPSO model [14] and obtains the smallest MSE value of 50.2 for the 7th-order FLRGs. From Fig. 2, it can
see that the forecasting values of the proposed model is close to the actual data than the compared models.
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Fig. 2. A comparison of the MSE values for 16 intervals with different high-order FLRGs

V. CONCLUSION

In this paper, a hybrid forecasting model based on combining fuzzy time series model with time - variant fuzzy
logical relationship groups and K-mean clustering algorithm was proposed. Using K -mean algorithm, our model found
out proper lengths of intervals in the universe of discourse and establishing time — variant fuzzy logical relationship
groups to obtain more exactly information served in the stage of defuzzification output. Particularly, the consideration
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of more information on the right-hand side of fuzzy logical relationships in the same time —variant FLRG, the proposed
model has improved the forecasting results, significantly. From the experimental study on the enrollments forecasting
of the University of Alabama and TAIFEX forecasting, the results have shown that the proposed model has higher
forecasting accuracy than some compared models at all. Specially, with the high-order fuzzy time series from 2™ to 9"
for forecasting enrollments and from 3 to 8" for TAIFEX prediction, our model is much more effective compared to
the existing models. It also performs best for fuzzy time series with various orders of fuzzy logical relationships in the
testing phases. This study has discovered the synergistic effect of K-mean clustering algorithm and time - variant fuzzy
logical relationship groups in the stage of determining of fuzzy logical relationships, and also proposed a new fuzzy
solving rule in the defuzzification stage to improve the forecasting accuracy. The researched results have shown the
proposed model outperforms models compared for the training with various orders and different interval lengths. These
results are very promising for the future work on the development of fuzzy time series and K - mean clustering
algorithm in real-world forecasting applications.
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MO HINH DY BAO MG DUA TREN SY KET HOP GIO’A NHOM QUAN HE MO
PHU THUOC THO'I GIAN VA KY THUAT PHAN CUM K - MEAN

Nghiém Vin Tinh, Nguyén Cong biéu

TOM TAT: Hau hét cic phuong phdp dir bdo chudi thoi gian mo trude ddy déu sir dung do dai khodng giong nhau. Han ché khi sir
dung d¢ dai khodng bang nhau la cdc dit liéu lich sit diege diea vio cdc khodng nay mét cach citng nhdc, ngay cd khi diF lidu cé si
bién doi khong manh. Trong bdi bdo nay, mgt mé hinh dir bdo méi duwa trén viéc két hop giita chudi thoi gian mo va thudt todn phén
cum K —mean ciing véi ba cach tinh nhie kj thudt phan cum K —mean, nhém quan hé mé phy thuge thoi gian va cdc quy tdc gidi mo
dy bdo duoc trinh bdy. Trudc tién, chung toi sur dung thudt toan K — mean dé chia tdp dir liéu lich su thanh cac cum va diéu chinh
chiing thanh cac khodng c6 d¢ dai khéng bang nhau. Sau dé dwa vao cdc khoang dat dwoc ndy, mé hinh dé xudt dwgc sit dung bang
viéc mo héa tat ca dir lidu lich va tao cdc nhém quan hé logic mo phu thudc vao tung thoi diém dwa vdo khdi niém mdi la nhom
quan hé mo phu tugc thoi gian. Cudi cimg, tinh todn két qua dau ra dir bdo bang quy tdc gidi mo dé xudt trong giai doan gidi mo.
Dé danh gid hiéu qua cua mé hinh dé xudt, hai tdp dir liéu dwoc s dung lam minh chung va so sanh dé chinh xdac dy bao vodi cac
mé hinh dé xudt tride ddy. Két qua dw bdo da cho thdy rdang, mé hinh dé xudt dwa ra mirc d¢ chinh xdc dw bdo 16t hon so véi cdc
mé hinh trude ddy khi thue hién duw bdo thi truong chimg khodn Padi Loan (Taiwan futures exchange —TAIFEX) va dir bdo s6 liwong
sinh vién nhdp hoc cua truong Pai hoc Alabama dwa trén ca hai chudi thoi gian mo bdc 1 va bdc cao.

Tir khéa: Chudi thoi gian mo, nhém quan hé mo phu thude thoi gian, phan cum K -mean, sé hrong tuyén sinh, TAIFEX.



